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Abstract

We present a simple method for representing text that

explicitly encodes differences between two corpora in a

domain adaptation or data selection scenario. We do

this by replacing every word in the corpora with its

part-of-speech tag plus a suffix that indicates the rela-

tive bias of the word, or how much likelier it is to be in

the task corpus versus the pool. By changing the repre-

sentation of the text, we can use basic n-gram models

to create language difference models that characterize

the difference between the corpora. This process en-

ables us to use common models with robust statistics

that are tailored to computing the similarity score via

cross-entropy difference.

These improvements come despite using zero of the

original words in the texts during our selection process.

We replace the entire vocabulary during the selection

process from 3.6M to under 200 automatically-derived

tags, greatly reducing the model size for selection.

When used to select data for machine translation

systems, our language difference models lead to MT

system improvements of up to +1.8 BLEU when used

in isolation, and up to +1.3 BLEU when used in a multi-

model translation system. Language models trained on

data selected with our method have 35% fewer OOV’s

on the task data than the most common approach. These

LMs also have a lower perplexity on in-domain data

than the baselines.

1. Introduction

Data selection is a popular approach to domain adap-

tation that requires quantifying the relevance to the do-

main of the sentences in a pooled corpus of additional

data. The pool is sorted by relevance score, the high-

est ranked portion is kept, and the rest of the data dis-

carded. By identifying the subset of the data pool that

is most like the in-domain corpus and using it instead

of the entire data pool, the resulting translation systems

are more compact and cheaper to train and run than the

full system trained on all of the available data. The un-

derlying assumption in data selection is that the large

corpus likely includes some sentences that fall within

the target domain. These in-domain sentences should

be used for training. Any large data pool will also con-

tain sentences that are irrelevant at best to the domain

of interest. At worse, these sentences that are so unlike

the in-domain data that their presence makes the down-

stream models worse, and thus they should be removed

from the training set.

We note that the models used for data selection are

n-gram language models. These are typically used to

characterize an entire corpus. However, the data selec-

tion scenario is not a characterization task, but a differ-

entiating one. For every sentence in some large, gen-

eral data pool of potentially dubious provenance, we

would like to compute its relevance to some particular

in-domain corpus, regardless of what it contains. One

could even claim that we do not care what the in-domain

data looks like, we just want more of whatever it is.

This supports the use of different models for select-

ing the data than for using the data in some downstream

application. In particular, during the selection process it

is more important to know how the corpora differ than

how they are alike. We present a simple method for

constructing a discriminative representation of the gen-

eral corpus, and use it to train a language model that is

focused on quantifying the difference between the in-

domain and general corpora.

2. Background

2.1. Data Selection

The standard approach for data selection uses cross-

entropy difference as the similarity metric [1]. This pro-

cedure leverages the mismatch between the data pool



and the task domain. It first trains an in-domain lan-

guage model (LM) on the task data, and another LM on

the full pool of general data. It assigns to each full-pool

sentence s a cross-entropy difference score,

HLMIN
(s)−HLMPOOL

(s), (1)

where Hm(s) is the per-word cross entropy of s ac-

cording to language model m. Lower scores for cross-

entropy difference indicate more relevant sentences, i.e.

those that are most like the task and most unlike the

full pool average. In bilingual settings such as ma-

chine translation, the bilingual Moore-Lewis criterion

[2] combines the cross-entropy difference scores from

each side of the corpus; i.e. for sentence pair 〈s1, s2〉:

(HLMIN1
(s1)−HLMPOOL1

(s1))

+(HLMIN2
(s2)−HLMPOOL2

(s2)) (2)

After sorting on the relevant criterion, the top-n sen-

tences (or sentence pairs) are selected to create a task-

relevant training set. Typically a range of values for n is

considered, selecting the n that performs best on held-

out in-domain data.

Cross-entropy difference data selection methods are

a common pre-processing step for machine translation

applications where model size or domain specificity are

important. These methods have been extended within

the MT community, e.g. by [3] using IBM model

socres, edit distance [4], neural language models [5].

Furthermore, [6] showed improvements by using EM to

identify true out-of-domain data from the pool to con-

trast against the in-domain data. They also highlight the

distrinction between relevance and fluency that under-

lies the proposed language difference models. More re-

cently, [7] proposed abstracting away rare words while

training the models used for the selection step.

We present a simple method for modeling the dif-

ference between two corpora, one that is tailored to fit

existing cross-entropy methods for data selection and

can readily be applied to other problems.

2.2. Some Words Matter More

All words in a text do not contribute equally to charac-

terize the text. However, which words are more im-

portant than others depends on the application. The

most frequent words get higher probability in a normal

n-gram language model. In topic modeling, content

words are prized for what they convey and stopwords

are ignored. By contrast, content words are largely

ignored in stylometry when deciding the relevance of

a text collection to a particular author or genre. In-

stead, the relevance is determined using function word

and part of speech features together. In particular, [8]

uses the difference in word frequencies across authors,

genres, or eras. Syntactic structure or at least certain

syntactic constructions are a potentially more informa-

tive source of stylometric features, [9] and [10]. POS

tag sequences were introduced as stylometric features

by [11] for document classification. [12] subsequently

noted that the frequency of the word should be taken

into account, else the classifier learns too much about

rare events whose empirical estimates of counts and

contexts might be incomplete.

A common thread is abstracting words into classes

or groups that have more robust statistics. Sequences

of these classes, such as part-of-speech (POS) tags, are

then used as lightweight representations of the syntac-

tic structure of a sentence. These can be thought of as

a quantifiable proxy for sentence register, style, genre,

and other ways of characterizing a corpus. For the more

specific task of domain adaptation or data selection, re-

placing some words in the text with their POS tags is

a way of creating general templates of what the text is

like. This has been used in MT to build better domain-

adapted language models [13] and for broader-coverage

data selection [7] as mentioned previously.

3. Proposed Method

The method of [1] for data selection explicitly takes ad-

vantage of the inherent difference between the task and

the pool corpora. Looking for sentences that are like

the task corpus and are unlike the pool does not work

if the two corpora are very similar. The language mod-

els trained on similar corpora will have similar distribu-

tions, so the scores in Equation 1 will subtract to zero.

However, in a domain adaptation scenario, the ex-

istence of a substantial difference between the task and

pool corpora is axiomatic. If this were not the case,

then there would be no adaptation scenario! The cross-

entropy difference method exploits this difference be-

tween the corpora. Because the corpora must differ,

then so must be the language models trained on them.

Because the language models must differ, then subtract-

ing the scores finds more relevant sentences.

We perform a similar trick with the text itself:

where there is a difference between the language mod-



els trained on the task and the pool, then there is a dif-

ference between the frequencies of certain words in the

corpora. Where the frequencies of words differ, the cor-

pora differ. Where they do not differ, neither do the

corpora, so we can expect to see them at the same rate.

We can exploit this difference, because we know we are

going to subtract the cross-entropy scores.

Words that appear with approximately the same fre-

quency in both texts will have roughly similar cross-

entropies according to both the task and pool language

model. These words contribute negligibly to the cross-

entropy difference scoring because the Moore-Lewis

criterion subtracts the two language model scores. This

means that the similarity score is only based on words

whose empirical distributions are substantially differ-

ent from one corpus to the other. These words appear

in n-grams whose probabilities also differ between the

corpora, and these are the non-zero components of the

cross-entropy difference score for the sentence.

Whether the word is common or rare or inherently

topical has little bearing on the score: if it appears simi-

larly often in both corpora – regardless of how often that

is – it will not contribute to the cross-entropy difference.

A word’s impact on data selection depends on the two

corpora being compared in a specific data selection or

domain adaptation scenario.

We can take advantage of this to construct mod-

els of the corpora that specifically capture which words

matter for computing cross-entropy difference between

these specific two in-domain and pool data sets. Rather

than build new infrastructure, we will simply construct

a representation of the text that captures this discrimi-

native information, and then train an n-gram language

model on the new representation. This approach has the

advantage of being readily reproducible. We call the re-

sulting model a language difference model, and use it to

compute the cross-entropy difference scores.

The representation of the text is straightforward: we

replace each and every word with a token consisting of

two parts: the POS tag of the word, and a suffix indicat-

ing how much more likely the word is to appear in the

task corpus than in the pool corpus.

We use the ratio of the word’s probabilities in the

corpora to determine how much the two specific cor-

pora differ with respect to a word. The ratio simply

divides the frequency of the word in the task corpus by

the frequency of the word in the pool corpus. This can

also be readily computed using unigram LMs trained on

each of the corpora.

In this particular work we distinguish this ratio as

being quantized by powers of ten, as shown in Table 1.

We also add an eighth suffix (“/low”) to indicate words

that occur fewer than 10 times, following the results

in [7]. This was done to enable direct comparison of

the contribution of the skew suffixes with prior work.

In general, we only bucketed the probability ratios by

powers of ten to demonstrate the potential of language

difference models for data selection. There is ample

room for exploration.

Frequency Ratio (Task
Pool

) Suffix Example Token

1000 ≤ x /+++ JJ/+++

100 ≤ x < 1000 /++ NNS/++

10 ≤ x < 100 /+ NN/+

10−1 ≤ x < 10 /0 DET/0

10−2 ≤ x < 10−1 /- NN/-

10−3 ≤ x < 10−2 /- - JJ/- -

x < 10−3 /- - - NNP/- - -

Table 1: Suffixes to indicate how indicative a word is of

one corpus or the other

Our class-based n-gram language difference model

representation condenses the entire vocabulary from

hundreds of thousands of words down to 150-190 total

types, as shown in Table 2. Each type conveys a class of

words’ syntactic information –which can be considered

a proxy for style – as well as information about how

indicative the words are of one corpus or the other.

Language Vocab (full) Labels (Task) Labels (Pool)

English 3,904,187 148 182

French 3,681,086 147 190

Table 2: Corpus vocabulary size before and after replac-

ing all words with discriminative labels

As an example, consider the word supermassive,

which appears 21 times in the in-domain corpus, and

35 times in the data pool. The task pool contains 4.2M

tokens, and the data pool contains 1,180M tokens. The

empirical frequency ratio:

Ctask(supermassive)

4.2M
÷

Cpool(supermassive)

1, 180M

is calculated by:

1, 180M

4.2M
×

Ctask(supermassive)

Cpool(supermassive)
≈ 281 ∗

21

35
= 169



The derivation of the labels used to replace a phrase

such as supermassive black holes in the class-based lan-

guage difference representation used for data selection

is shown in Table 3.

words: supermassive black holes

POS: JJ JJ NNS

ratio: 100 ≤ 169 < 1000 10
−1 ≤ 8 < 10 10 ≤ 28 < 100

label: JJ/++ JJ/0 NNS/+

Table 3: Deriving the discriminative representation of

a phrase. Only the tokens in the last line appear in the

language difference model, as they are 1-to-1 replace-

ments for the original words in first line.

Once the text has been transformed into the class-

based language difference representation, we proceed

with the standard cross-entropy difference algorithm.

After computing the similarity scores and using them

to re-rank the sentences in the pool corpus, we trans-

form the text back into the original words and train the

downstream LMs and SMT systems as normal. This

process enables us to use models with robust statistics

for how the corpora differ in order to compute the rele-

vance score, and then use the traditional, n-gram based

systems for the downstream MT pipeline.

4. Experimental Framework

Our experiments were based on the French-to-English

MT evaluation track for IWSLT 2015. The task do-

main was defined to be TED talks, a translation sub-

domain with only 207k parallel training sentences. The

data pool consisted of 41.3M parallel sentences from

assorted sources, described in Table 4. The parallel

Wikipedia and TED corpus were from the ISWLT 2015

website.1 The remaining corpora were obtained from

WMT 2015.2 Our systems were tuned on test2010 and

evaluated using BLEU [14] on test2012, and test2013

from the same TED source.

All parallel data was tokenized with the Europarl to-

1
https://sites.google.com/site/

iwsltevaluation2015/data-provided
2
http://www.statmt.org/wmt15/translation-task.

html

Dataset # of sentences

Europarl v7 2.0M

News Commentary 0.2M

Common Crawl 3.2M

109 Fr-En 22.5M

UN Corpus 12.8M

Wikipedia 0.4M

TED corpus 0.2M

Table 4: Provenance of the 41M sentence French-

English data pool.

kenizer3 and lowercased with the cdec tool. We found

it was necessary to further preprocess the data by us-

ing perl’s Encode module to encode as UTF-8 octets

and decode back to characters. We replaced fatally mal-

formed characters with the Unicode replacement char-

acter, U+FFFD.

We trained all SMT systems using cdec [15], tuned

with MIRA [16]. The (4-gram) language models used

for the selection process were all trained with KenLM

[17]. The Stanford part-of-speech tagger [18] generated

the POS tags for both English and French.4

5. Results and Discussion

The standard Moore-Lewis data selection method uses

normal n-gram language models to compute the cross-

entropy scores according to each of the task and pool

language models. These scores get subtracted into the

cross-entropy difference score that is used to rank each

sentence in the data pool. We have proposed computing

these cross-entropy values differently: using a language

model trained over the class-based language difference

labels for each word in the sentence, instead of the LM

trained on the words themselves.

As an experimental baseline, we perform Moore-

Lewis data selection in the standard way using the nor-

mal text corpora ("xediff"). This method is shown

in grey in all figures. The language models were stan-

dard n-gram word-based models, with order 4 and the

vocabulary fixed to be the pool lexicon minus single-

tons, plus the task lexicon. The final English-side vo-

cabulary contained 1,796,862 words, and the French

side 1,728,231, with the size reflecting the noisiness and

3
http://www.statmt.org/europarl/v7/tools.tgz

4The Stanford NLP tools use the Penn tagsets, which comprise

43 tags for English and 31 for French.



heterogeneity of the data pool.

For a slightly harder baseline, we compare against

the approach of [7] in WMT 2015, who replace all rare

words (count < 10) with their POS tag during the selec-

tion process ("min10"). This method is shown in dark

blue in all figures. This baseline is expected to provide

a modest improvement in translation quality and a large

improvement in lexical coverage. Finally we perform

our proposed method of language difference models,

replacing all words in the corpora with a class-based

difference representation during the selection process

("new"). These results are shown in orange.

Each of these variants produces a version of the full

pool in which the sentences are ranked by relevance

score. For each of those ranked pools, we evaluate lan-

guage models trained on increasingly larger slices of

the data ranging from the highest scoring n = 500K

to the highest scoring n = 5M sentence pairs out of

the 41M available. We performed all experiments three

times: using only monolingual score on each language,

and using the bilingual score. We report only results on

monolingual English method due to space; the trends

were the same in all tracks.

5.1. Language Modeling

Figure 1 shows language modeling results. We present

results only for monolingual English-side data selec-

tion, but the results for monolingual French-side and

bilingual data selection are similar. For each of the three

data selection methods, we trained language models on

the most relevant subsets of various sizes. The language

models were configured identically to those used for se-

lection (order 4, and vocabulary fixed).

We evaluated these models on their perplexity on

the entire TED training set (207k sentences). The re-

cent work of [7] "min10" does not beat the vanilla

Moore-Lewis baseline perplexity, although they con-

verge. On the left side of Figure 1, it can be seen that

proposed method of language difference models pro-

vides a clear and consistent reduction of 13 perplexity

(absolute; 10% relative) over the standard word-based

method. This is roughly the same perplexity improve-

ment as was shown in [1], so adding the discrimina-

tive information to the text doubles the effectiveness of

cross-entropy difference -based data selection.

The right-hand side of Figure 1 shows the number

of out-of-vocabulary (OOV) tokens in the TED task cor-

pus according to LMs trained on the selected data. We

confirm the large vocabulary coverage improvement re-

ported in [7], with "min10" having 43% (relative)

fewer OOV’s at the 2-3M selection mark. Our proposed

new method is almost as good, with 37% fewer OOV’s

on the task.

Figure 1: Comparison of perplexity scores and OOV to-

kens on the TED corpus for monolingual (English) data

selection with word only, words-and-POS, and with

language difference information.

5.2. Machine Translation

The machine translation results comparing textual rep-

resentations for each data selection variant are in Fig-

ure 2. The BLEU scores of systems from the class-

based language difference ("new") approach are all



substantially better than either baseline on both tst2013

and tst2012.

Figure 2: Comparison of BLEU scores for monolin-

gual (English) data selection with word only, words-

and-POS, and with language difference information.

When selecting 3M selected sentences and evalu-

ating on the most recent public test set, test2013,

the Moore-Lewis baseline of [1] has a BLEU score

of 35.60, the fewer-words (”min10”) baseline from [7]

scores 36.05 (+0.45), and our new method scores 37.46,

+1.85 BLEU over the first baseline and +1.4 over the

second, more recent, update to the state-of-the-art. The

BLEU scores of the proposed method reach a higher

plateau, and do so earlier. Of note is that only the lan-

guage difference models select data that outperforms

the in-domain corpus (the black line labeled “TED

baseline” in Figure 3.

We also tested using the selected data to build

a multi-model system, where the translation model

trained on selected data is used in combination with

one trained on the task data. Each resulting system thus

had two grammars and two language models. Figure

3 contains the results of these multi-model experiments

using the monolingual (English) selection method, and

evaluated on “test2013”. All the data selection methods

provided some benefit when used in the multi-model

setup, but the proposed method using language differ-

ence models was up to +1 BLEU better than the base-

line in [7] (which did not show multi-model results), up

to +1.3 BLEU than the cross-entropy difference base-

line, and +2 BLEU over the in-domain data alone.

Figure 3: Using system trained on selected data as part

of a two-model translation system, along with a system

trained on the task corpus.

It is thus possible to use a wordless text represen-

tation to select data more usefully than a word-based

method. This is surprising to us, as the language mod-

els trained on our class-based language difference text

have no way of knowing if the sentences being scored

are topically relevant. Modeling the difference between

corpora in aggregate can thus be a stronger indicator of

relevance than the words themselves for selection. We

collapsed all of the words in the vocabulary as a patho-

logical test case; a more finely-tuned approach would

perhaps distinguish between words to keep and words

to abstract away into a difference class.

5.3. Model Size Improvements

In addition to the translation system improvements,

the memory requirements for the data selection pro-



cess itself dominated by the language model built us-

ing the data pool is dramatically smaller with our

class-based n-gram language difference representation

than the baseline models. The standard data selection

method requires training a 12GB (binarized) language

model over each side of the full 42M sentence pool in

order to compute the cross-entropy score according to

the general-domain corpus. The equivalent full-corpus

model using our approach is 126M, or 1% as large, be-

cause the vocabulary size is negligible.

5.4. Requirements

One drawback to this use of language difference mod-

els as presented here is our use of a part-of-speech tag-

ger in at least one of the languages. Languages with

large amounts of data generally seem to have POS tag-

gers already developed. However, there are plenty of

languages for which such linguistic tools are not acces-

sible. To construct the language difference model, the

discriminative (or skew) information about each word

is combined with some generalization or group label for

the word that conveys part of the word’s information in

the sentence. POS tags are just one of many ways of

grouping words together so as to capture underlying re-

lationships within a sentence. As such, we hypothesize

that other methods, such as Brown clusters [19] or topic

model labels, would suffice. In the case where no word

clustering method at all is available nor can be induced

for the language, it seems doubtful that one could have

enough data where data selection would do any good.

6. Conclusion

The data selection method of [1] directly uses the fact

that the in-domain and general corpora differ in order

to quantify the relevance of sentences in a data pool to

an in-domain task text. This relevance is based on how

much a sentence is like the in-domain corpus and unlike

the pool corpus.

We have presented a way to further leverage the dis-

criminative mechanics of the Moore-Lewis data selec-

tion process to distill a corpus down to a representation

that explicitly encodes differences between the corpora

for the specific data selection scenario at hand. We do

this by replacing every word in the corpora with its part-

of-speech tag plus a suffix that indicates the relative bias

of the word, or how much likelier it is to be in the task

corpus versus the pool.

Language models trained on data selected with our

approach have -13 lower absolute perplexity on in-

domain data than the baselines, doubling the effective-

ness of the cross-entropy difference based method. The

trained language models also had 37% fewer OOV’s on

the task data than the standard baseline. Furthermore,

machine translation systems trained on data selected

with our approach outperform MT systems trained on

data selected with regular n-gram models by up to +1.8

BLEU, or can be stacked with in-domain translation

model for up to +1.3 BLEU. These improvements come

despite using zero of the original words in the texts for

our selection process, and reducing the corpus vocabu-

lary to under 200 automatically-derived tags.

By changing the representation of the text, we can

use basic n-gram models to characterize the difference

between the corpora. This process enables us to use

common models with robust statistics that are tailored

to computing the similarity score, instead of training a

separate classifier or ignoring the textual differences as

the standard approach does.

As a bonus, our new representation and language

difference models mean that the data selection process

itself is now no longer memory-bound. Because the

corpus vocabulary is so compact, the language models

required are also much smaller, and ordinary computa-

tional resources now suffice to perform data selection

on practically any size corpus.

Much work remains, as there are surely other useful

factors and more nuanced representations. What else is

there about a task that differentiates its language from

others, how can we quantify these features, and which

of them are useful when measuring the difference be-

tween two texts? We have not explored the parame-

ter space for our approach, either. One might wish in

the future to try use powers of 2, or e, or linear bucket

ranges, or adjust the ranges to ensure words are evenly

distributed amongst buckets. Furthermore, one might

not want to collapse the most discriminative words – the

ones with the highest contribution to the cross-entropy

difference score – into the same classes based on POS

tag. It might be the case that it is only important to lump

the least discriminative words together so as to focus the

selection model on the differences between the corpora.
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