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Abstract

This paper describes the submission of the Japan Advanced
Institute of Science and Technology and the University of
Engineering and Technology, Vietnam National University,
Hanoi for the machine translation track of the IWSLT 2015
workshop. We participated in the shared task for the lan-
guage pair: English-Vietnamese. First, we investigate and ap-
ply some approaches and techniques including phrase-based,
syntax-based and domain adaptation for the TED talks do-
main. Then, we observe and evaluate experimental results of
these systems on the development sets to setup the best con-
figurations. Experimental results show that the phrase-based
systems obtain the best performance on this domain in com-
parison with the other applied approaches.

Keywords: phrase-based machine translation, syntax-
based machine translation, domain adaptation

1. Introduction

This year’s machine translation track of the IWSLT work-
shop is for language pairs: English paired with French, Ger-
man, Chinese, Czech, Thai, and Vietnamese. We participate
in both translation directions for English-Vietnamese.

We approach the task by first investigating some effective
existing methods: phrase-based and syntax-based. Phrase-
based translation systems (Koehn et al., 2003 [16], Chiang,
2007 [5]) achieve state-of-the-art results in many typolog-
ically diverse language pairs. For this shared task, we par-
ticipate in translation for English-Vietnamese, a diverse lan-
guage pair with many different characteristics in linguistic;
therefore, we try to apply the syntax-based approach to ex-
ploit linguistic knowledge. For the phrase-based methods, we
built our systems based on the Moses toolkit (Koehn et al.,
2007 [15]). For the syntax-based methods, we applied the
open source Joshua [17] with two particular SCFG types: Hi-
ero [5] and Syntax Augmented Machine Translation (SAMT)
[34]. In addition to these two methods, because we used un-
constrained data in training our models, we conducted ex-
periments on some domain adaptation techniques including:
fill-up [2] and back-off 1 to leverage more improvements in

1http://www.statmt.org/moses/?n=Advanced.Domain#ntoc3

our systems. We evaluated our systems on tuning data sets
provided by the workshop.

The rest of this paper is organized as follows: in Section
2, we discuss some linguistic characteristics of the diverse
language pair English-Vietnamese and review some previous
researches of machine translation for English-Vietnamese. In
Section 3, we describe a general system overview with de-
tails on our training pipeline and decoder configuration. Next
we present empirical results for the individual translation di-
rections. In Section 5, we investigate some challenges in the
translation task for TED data. We analyze translation errors
and experimental results in Section 6. Finally, conclusions
are described in Section 7.

2. English-Vietnamese Machine Translation

In this section, we discuss different characteristics between
English and Vietnamese. Then, we review some previous re-
searches related to English-Vietnamese machine translation.

2.1. English vs. Vietnamese: Some Linguistic Character-
istics

There are many different characteristics between English and
Vietnamese languages. For instance, in word order, adjec-
tives follow nouns in Vietnamese while this order is converse
in Vietnamese. In another aspect, English uses morpholog-
ical morphemes to mark tense and number, whereas Viet-
namese uses words that precede the verb to mark tense and
the addition of numerals and quantifiers for indicating num-
bers. See Table 5 of [30] for more details of these compar-
isons.

2.2. Previous Work

Dinh et al., 2003 [8] presented a hybrid model for machine
translation (MT) which combines rule-based MT and corpus-
based MT (Bitext-Transfer Learning) that learns from bilin-
gual corpus to extract disambiguating rules. Rule-based MT
systems were improved by using word-order transfer [9].
This model has been experimented in English-to-Vietnamese
MT system (EVT). Ho et al., 2008 [1] built an English-
Vietnamese statistical machine translation (SMT) system
namely EVSMT1.0 based on the framework of the open



source Moses and showed potential features in comparison
with an existing commercial MT using traditional rule-based
approach.

For experiments on the language pair English-
Vietnamese, Nguyen and Shimazu 2006 [22] proposed
a syntactic transformation model in the pre-processing phase
which reorder the structure of source sentence so that it is
closer to the structure of target sentence. The transformation
is also produced by a dependency-based parser together with
a set of hand-crafted rules [13]. Nguyen et al., 2006 used
linguistic knowledge of languages in the preprocessing phase
using a morphological analysis or POS tagger on the source
sentence [21]. Nguyen et al., 2008 [32] proposed reordering
at trunk level and incorporate the global reordering model
into the decoder. Related to syntactic approaches, Nguyen et
al., 2008 [23] applied a tree-to-string phrase-based method
which employs a syntax-based reordering model in the
decoding phase.

There have been efforts in developing English-
Vietnamese bilingual corpora. Nguyen et al., 2006 [31]
described dictionaries used in English-Vietnamese Ma-
chine Translation (EVMT). Another work of building
bilingual corpus was conducted in the National project
VLSP (Vietnamese Language and Speech Processing). 2 In
this project, an English-Vietnamese bilingual corpus was
built, which includes more than 100,000 sentence pairs.
English-Vietnamese corpora were also built at different
levels including a study on building POS-tagger for bilingual
corpora or building a bilingual corpus for word sense
disambiguation ([6], [7]). This task was also shown in some
other researches ( [18], [19], [20]).

3. System Overview

3.1. Pre-processing

We pre-processed English training data by using scripts from
the Moses toolkit including tokenization, and then truecas-
ing. For Vietnamese training data, we used JVnTextPro3 for
tokenization. We remove sentences longer than 80 words and
their corresponding translations.

3.2. Word Alignment

Word alignment was computed using the first three steps
of the train-factored-phrasemodel.perl script packed with
Moses (Koehn et al., 2007). We used MGIZA++ (Gao
and Vogel, 2008) [11], a multi-threaded implementation of
GIZA++ (Och and Ney, 2003) [25] using the grow-diag-
final-and heuristic (Koehn et al., 2003) [16].

3.3. Language Model

We used all available monolingual data and KenLM [12] to
train interpolated Kneser-Ney discounted 5-gram LMs for

2http://vlsp.vietlp.org:8080/demo/?page=home
3http://jvntextpro.sourceforge.net/

each system.

3.4. Baseline Features

We follow the standard approach to SMT of scoring transla-
tion hypotheses using a weighted linear combination of fea-
tures. The core features of our models are a 5-gram LM score,
phrase translation and lexical translation scores, word and
phrase penalties, and a linear distortion score.

We used the hierarchical lexicalized reordering model
(Galley and Manning, 2008) [10] with 4 possible orientations
(monotone, swap, discontinuous left and discontinuous right)
in both left-to-right and right-to-left direction with the setup
msd-bidrectional-fe lexicalized reordering.

3.5. Tuning and Decoding

The feature weights were tuned using k-best batch MIRA
(Cherry and Foster, 2012) [4]. This is a version of MIRA (a
margin based classification algorithm) which works within a
batch tuning framework. We set the number of inner MIRA
loops to 300 passes over the data.

4. Experimental Results

In this section we describe peculiarities of individual systems
and present experimental results.

4.1. Data

4.1.1. Bilingual Data

In addition to the data provided by the workshop 4 (con-
strained data) [3], we used unconstrained data including
bilingual corpora for training translation models and mono-
lingual corpora for training language model (LM). Bilingual
corpora and sentence length statistics are indicated in Table
1 and Table 2.

The unconstrained bilingual data include several re-
sources in which we used the English-Vietnamese bilin-
gual corpus provided by the National project VLSP (Viet-
namese Language and Speech Processing).5 This corpus in-
cludes 80,000 sentence pairs in Economics-Social topics and
20,000 sentence pairs in information technology topic. In
addition, we used the EVBCorpus including texts extracted
from books, fictions or short stories, law documents, and
newspaper articles and then translated by skilled translators
[19], [20]. We also used our in-house data including bilingual
sentences extracted from newspaper articles. We combines
these datasets and obtained 419,385 unconstrained parallel
sentences.

For development data, we experimented and evaluated
our systems on various tuning sets: each particular set of
five development sets (dev2010, tst2010, tst2011, tst2012,
tst2013) provided by the workshop and a set of merging all

4https://wit3.fbk.eu/mt.php?release=2015-01
5http://vlsp.vietlp.org:8080/demo/?page=home



these five sets. We setup the development set tst2013 which
shows the best performance for tuning data.

Table 1: Bilingual Corpora. Language codes: en=English,
vi=Vietnamese.

Corpus SentPairs Tokens en Tokens vi
Constrained 133,082 54,139 26,867
Unconstrained 419,385 84,506 41,120
Development 1,304 3,918 2,694

Table 2: Sentence Length Statistics. Len.Avg: average sen-
tence length on the corpus. Len.Max: the maximum sentence
length. Len>80: number of sentences which length >80.

Corpus Len.Avg Len.Max Len>80
train.en 17.33 513 341
train.vi 22.66 735 1572
test.en 16.54 90 1
test.vi 21.31 120 8

4.1.2. Monolingual Data

For monolingual data, we used English corpora of the
WMT 2015,6 which are permissible in the workshop
IWSLT 2015. For Vietnamese data, we crawled articles
from wikipedia by using more than 1.3B titles provided at
dumps.wikimedia.org.7 In addition, we crawled and extracted
800,000 Vietnamese articles from the website baomoi.com.8

These articles were then pre-processed to produce a huge
Vietnamese monolingual data. These monolingual data are
shown in Table 3.

Table 3: Monolingual Data

Corpora Sentences Tokens
en 46,788,513 20,665,762
vi 21,180,758 1,960,909

4.1.3. Test Data

Test data of the workshop IWSLT 2015 include 1080 sen-
tences on both English-Vietnamese and Vietnamese-English
extracted from 12 talks of TED data. Statistics of sentences
length of the test sets are shown in Table 2. The average
length of the English and Vietnamese sets are 16.54 and
21.31, respectively. There are few sentences with length
greater than 80.

6http://www.statmt.org/wmt15/translation-task.html
7http://dumps.wikimedia.org/viwiki/20150901/
8http://www.baomoi.com/

4.2. Experiments on Syntax-based Approaches

We found that advantages of syntax-based translation can re-
solve some differences between English and Vietnamese dis-
cussed in Section 2.1 including: i) reordering for syntactic
reasons – e.g., move Vietnamese adjectives follow nouns ii)
better explanation for function words – e.g., prepositions, de-
terminers iii) conditioning to syntactically related words –
translation of verbs may depend on subject or object.

Therefore, in our experiments, we attempted to apply
syntax-based methods for the machine translation track. We
used Joshua, a Java-based open source implementation of the
hierarchical decoder (Li et al., 2009)[17], release 6.0.

Throughout this work, we applied two particular SCFG
types known as Hiero (Chiang, 2007) and Syntax Augmented
Machine Translation (SAMT) (Zollmann and Venugopal,
2006). We used Thrax (Weese, 2011) [14], an open-source
grammar extractor for Hiero and SAMT grammars. We built
systems for two language pairs for the IWSLT 2015 shared
task: vi-en and en-vi. For the vi-en language pair, we built
both SAMT and Hiero grammars, for the en-vi language pair,
we only built Hiero grammar.

We used the constrained parallel data to train the trans-
lation models. The parallel data was subsampled using
Joshua’s built in subsampler to select sentences with n-grams
relevant to the tuning and test sets. We used SRILM [29] to
train a 5-gram LM with Kneser-Ney smoothing using the
appropriate side of the parallel data. Before extracting an
SCFG with Thrax, we pre-processed the data. For English
side, we used the provided Perl scripts to tokenize and nor-
malize the data. For Vietnamese side, we used JvnTextPro to
tokenize data. We lower-case data before extracting an SCFG.
For SAMT grammar extraction, we parsed the English train-
ing data using the Berkeley Parser (Petrov et al., 2006) [27]
with the provided Treebank-trained grammar. We tuned the
model weights against the tuning sets of the workshop us-
ing ZMERT (Zaidan, 2009) [33], an implementation of min-
imum error-rate training included with Joshua. We decoded
the test set to produce a 300-best list of unique translations,
then chose the best candidate for each sentence using Mini-
mum Bayes Risk reranking (Kumar and Byrne, 2004) [28].
To re-case the 1-best test set output, we trained a true-case
5-gram LM using the same previous LM training data, and
used Perl script to translate from the lowercased to true-case
output. Table 4 shows experimental results of the submitted
systems (phrase-based) and the syntax-based on the develop-
ment set.

Table 4: Experimental results on the tuning data (BLEU)

Setup en-vi vi-en
SAMT – 9.91
Hiero 19.27 12.52
Phrase-based (in-domain) 23.92 12.94
Phrase-based (out-of-domain) 25.49 18.27



We use BLEU [26] as the metric to evaluate our systems.
Experimental results in Table 4 show higher BLEU scores
of the phrase-based compared with the syntax-based meth-
ods on the development data. This kind of data, spoken lan-
guages, includes complicated structure sentences that we will
discuss in Section 5. These characteristics lead to challenges
for the syntax-based methods in parsing sentences into syn-
tax structures. Since the results on development data, we set
syntax-based outputs as contrastive runs, and phrase-based
outputs are submitted to the workshop as primary runs.

4.3. Experiments on Domain Adaptation

Since we used unconstrained bilingual data from other do-
mains in the phrase-based method, we attempted to apply
some strategies for domain adaptation including fill-up and
back-off combinations. We show experimental results of do-
main adaptation in this section.

Fill-up Combination (Bisazza et al., 2011 IWSLT):
Fillup preserves all the entries and scores coming from the
first model, and adds entries from the other models only if
new. Moreover, a binary feature is added for each additional
table to denote the provenance of an entry. These binary fea-
tures work as scaling factors that can be tuned directly by
MERT [24] along with other models’ weights.

Back-Off Combination: This is a simplified version of
fill-up. Nevertheless back-off technique does not generate the
binary feature denoting the provenance an entry, and this
makes the main advantage of back-off: the combined table
contains the exact number of scores of their combining ta-
bles.

Table 5: Experimental results on domain-adaptation tech-
niques (BLEU). Domain-adaptaion techniques: fill-up and
back-off. Merged-data: merging in-domain and out-of-
domain data for training.

Setup en-vi vi-en
Fill-up 27.90 17.68
Back-off 28.08 17.74
Merged-data 28.32 22.02

We compared results produced by fill-up and back-off
techniques with those of the setup merged-data in which we
merge all in-domain and out-of-domain data together and
then train a translation model to obtain only one phrase ta-
ble. Experimental results in Table 5 show higher scores in
the merged-data training setup. Therefore, the merged-data
setup was used for generating the primary runs.

4.4. Results

To train translation models, we merged the constrained and
unconstrained bilingual corpora, then we run the processing
steps described in Section 3. Table 6 shows BLEU scores of

our translations on the evaluation system of the workshop.9

Table 6: Experimental results on the test sets IWSLT 2015
(BLEU). Hiero, SAMT: syntax-based systems. Submitted
system: Phrase-based (out-of-domain).

Setup en-vi vi-en
baseline 27.01 24.61
SAMT – 15.16
Hiero 21.48 15.05
Phrase-based (in-domain) 26.57 16.51
Phrase-based (out-of-domain) 28.17 21.53

We investigated and experimented syntax-based ap-
proaches using SAMT and Hiero grammars, which are
described in Section 4.3. We used in-domain data for
these systems. For English to Vietnamese translation (en-
vi translation), Hiero shows a BLEU score of 21.48 which
is 5.09 lower than the phrase-based method (26.57). For
Vietnamese-English translation (vi-en translation), the re-
sult of Hiero is 1.46 lower than that of the phrase-based
method (15.05 vs. 16.51). Meanwhile, SAMT which is ex-
perimented only on vi-en translation shows a slightly higher
score than that of Hiero (15.16 vs. 15.05). For both transla-
tion directions, the phrase-based systems show higher BLEU
scores than the syntax-based systems. The submitted sys-
tem, phrase-based (out-of-domain), shows the highest BLEU
scores (28.17 for en-vi translation, and 21.53 for vi-en trans-
lation). In comparison with the phrase-based in-domain sys-
tem, the phrase-based out-of-domain system obtains higher
BLEU scores (+1.6 for en-vi and +5.02 for vi-en translations)
because of the supplemented data.

In comparison of translation directions, all systems show
higher BLEU scores in en-vi than vi-en translations. In
the result of Hiero, BLEU score of en-vi translation is
6.43 higher than that of vi-en translation. Similarly, the
higher BLEU scores are +10.06 (phrase-based in-domain)
and +6.64 (phrase-based out-of-domain).

In comparison with the baseline system of the workshop,
our en-vi system shows the better result (28.17 vs. 27.01).
Nevertheless, our vi-en system is worse than the baseline
(21.53 vs. 24.61).

We will discuss these experimental results in the section
of error analyses (Section 6).

5. Data Analysis

The data for machine translation track of the IWSLT 2015 are
subtitles from TED talks. Since these data are in spoken lan-
guage, there are some challenges for translation on this kind
of data. We discuss several challenges with some examples.

9http://iwslt-server.fbk.eu/eval/Eval.html



<title> Rachel Pike: The science behind a climate head-
line </title>
Recently the headlines looked like this when the Inter-
governmental Panel on Climate Change, or IPCC, put
out their report on the state of understanding of the
atmospheric system.
That report was written by 620 scientists from 40
countries.
They wrote almost a thousand pages on the topic.

Figure 1: An example of relationships in contexts and
topics between sentences of TED data, emphasis (bold)
added by author.

5.1. Context and Topic

The first problem is that there exists a connection between
different sentences in a text. Sentences in a TED talk’s sub-
titles may be related to each other in terms of context and
topic. As shown in Figure 1, phrases that report and the topic
are mentioned previously, and this can be seen as a dependent
relationship between sentences. This kind of data causes the
translation task more complicated than that of written texts
in general.

5.2. Abstract Meaning

A characteristic of spoken languages like TED data is
abstract meaning. As shown in Figure 2, closet does not
mean a cupboard or wardrobe. Speakers sometimes tend
to use metaphors in their speech, and it is not easy for
machine translation systems to correctly produce output.
This is also another challenge in translation tasks for TED
data.

<title> Ash Beckham: We’re all hiding something.
Let’s find the courage to open up </title>
<seg id="1"> I think we all have closets. </seg>
<seg id="2"> Your closet may be telling someone
you love her for the first time, or telling someone that
you’re pregnant, or telling someone you have cancer, or
any of the other hard conversations we have throughout
our lives. </seg>

Figure 2: An example of abstract meaning in TED data,
emphasis (bold) added by author.

5.3. Sentence Structures

Unlike written texts, structures of sentences in TED data
are usually quite complicated, and this is a particular char-
acteristic of spoken languages. This is not easy to realize
and parse syntactic structures for sentences accurately. This
also leads to the applying of syntax-based approaches for
this kind of data more difficult. Figure 3 shows an example
of this challenge.

<title> Mary Lou Jepsen: Could future devices read
images from our brains? </title>
<seg id="14"> But that experience, I think, gave me
a new appreciation for men and what they might walk
through, and I’ve gotten along with men a lot better
since then. </seg>

Figure 3: An example of complicated sentence structures
in TED data.

Table 7: Out Of Vocabulary Statistics (%)

Setup en-vi vi-en
SAMT – 1.67
Hiero 6.90 2.44
Phrase-based (in-domain) 5.03 2.50
Phrase-based (out-of-domain) 2.97 1.34

6. Errors Analysis

6.1. Out Of Vocabulary

We show statistics of out-of-vocabulary (OOV) of our sys-
tems on the test sets tst2015, which are described in Table
7. This is ratio of vocabulary of the test sets that cannot be
translated by our systems to produce hypotheses. For the
en-vi translations, that ratio of the Hiero (6.90%) is higher
than that of the phrase-base in-domain (5.03%). The lowest
OOV ratio is of the phrase-based (out-of-domain) which
uses unconstrained data. This is also similar to the case
of vi-en translations of the phrase-based (out-of-domain).
Nevertheless, in the SAMT for vi-en translation, though
the OOV ratio is lower than that of the phrase-based (in-
domain) (1.67 % vs. 2.50 %), the SAMT still obtains a
lower BLEU score (15.16 vs. 16.51). The systems may
produce output phrases that differ from reference phrases
even when input phrases are included in phrase tables. We
discuss some examples of this problem in Section 6.2.

6.2. Hypotheses and Reordering

In Table 8 and Figure 4 two examples of translations are
reported, analyzed in the following. In Table 8, we indicate
some problems in vi-en translation in terms of meaning
and tenses. The input phrase được nhìn nhận is translated
into was seen (phrase-based), visible (syntax-based), has
been viewed (reference, we use the file input of vi-en trans-
lation as the reference for vi-en translations). For another
example, the input phrase có thể suy nghĩ is translated into
could think (phrase-based and syntax-based), can think (ref-
erence). As we previously discussed in Section 2.1, Viet-
namese differs from English in that it does not morpho-
logically mark tenses. In this example, the two Vietnamese
phrases are translated into results which are different from
the reference. Recognizing tenses is a challenge for trans-
lation systems. This factor can be seen as a reason why



Table 8: An example of Vietnamese to English translation, bold phrases discussed in Section 6.2.

Input <title>Alex Wissner-Gross: A new equation for intelligence</title>
<seg id="2">Nếu chúng ta nhìn lại lịch sử xem trí thông minh được nhìn nhận thế nào ta có thể
tham khảo câu nói nổi tiếng của Edsger Dijsktra: "Hỏi rằng liệu máy có thể suy nghĩ được hay
không cũng thú vị như hỏi liệu một chiếc tàu ngầm có bơi được hay không."</seg>

Phrase-based If we look back in history to see the intelligence was seen, we can refer to the famous Edsger
Output Dijsktra: asking whether machines could think or as exciting as the question of whether a

submarine had to swim or not,
Hiero Output If we look at what intelligence visible like, we can go even famous saying edsger_dijsktra history:

"or not asking if machine could think is about as exciting as asked if a submersible swimming
or not. "

Reference If we take a look back at the history of how intelligence has been viewed, one seminal example
has been Edsger Dijkstra’s famous quote that "the question of whether a machine can think is
about as interesting as the question of whether a submarine can swim."

vi-en translations show a lower performance than that of
en-vi translation.

Another problem we would like to discuss in this
example is choosing appropriate hypotheses. The input
phrase ta có thể tham khảo is translated into we can re-
fer (phrase-based), or hỏi rằng is translated into asking
(phrase-based); thú vị is translated into exciting (phrase-
based, syntax-based). These hypotheses can be accepted in
terms of appropriate meaning. Nevertheless, they may be
not matched with results of the reference: one seminar ex-
ample, the question of, interesting, respectively. Therefore,
choosing an appropriate hypothesis is another problem that
should be solved to improve the translation performance.

In experimental results shown in Table 4 and Table
6, the syntax-based systems show lower scores than the
phrase-based systems. Syntax-based methods may less ap-
propriate for this kind of data, TED talks, than phrase-
based methods. Nevertheless, we will show here an exam-
ple that the syntax-based system produces a better result
than the phrase-based in terms of reordering. In Figure 4,
we describe translations of an English input sentence in the
test set with the reference, phrase-based and syntax-based
systems, respectively. The input noun phrase This tool use
ability is translated by the phrase-based and syntax-based
systems with different order in output phrases. The input
phrase use ability which precedes the verb will have is a
part of the subject, but its translation produced by the
phrase-based system follows the verb and now becomes
an object of the verb. This causes an incorrect meaning of
the output. Meanwhile, this translation of the syntax-based
system matches with the reference due to the syntactic
analysis in syntax-based methods.

7. Conclusion

In this work, we have described the submitted system
of the JAIST-UET-MITI team for the machine translation

track of the IWSLT 2015 workshop. This year, we partic-
ipated in the shared task for the language pair: English-
Vietnamese. We investigated and experimented some ap-
proaches including phrase-based, syntax-based and domain
adaptation. The submitted system, phrase-based approach,
is based on the Moses toolkit, which shows the best re-
sults on both development sets and test sets in comparison
with applied approaches. Although applying some domain
adaptation techniques does not improve our unconstrained
systems, we will attempt to deal with this by other strate-
gies to obtain better results.

We have discussed some challenges of machine trans-
lation for the data domain of the shared task, subtitles
of TED talks. We have also analyzed translation errors in
some aspects in both approaches: phrase-based and syntax-
based. We plan to deal with these issues in the future
work.
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